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More about Rank



Review: Rank A

Maximum number of Independent Columns
Number of Pivot Columns
Number of Non-zero rows

Number of Basic Variables

Dim (Col A) = Dim (Row A) = Dim (Col AT)

Dimension of the range of function A




Properties of Rank

e AisamXxn matrix.

Rank A < min(m,n)

 Ais said to have full rank if Rank A = m or Rank A = n.
e Ais said to be rank deficient if it does not have full rank.

* Rank A = Rank A"



Properties of Rank

e If Ais a m x n matrix, and B is a n x k matrix.
Rank(AB) < min(Rank(A), Rank(B))
* |f B is a matrix of rank n, then
Rank(AB) = Rank(A)
* If Ais a matrix of rank n, then

Rank(AB) = Rank(B)



Properties of Rank

e If Ais a m x n matrix, and B is a n x k matrix.

Rank(AB) < Rank(A)

e If Aisa m x n matrix, and Qis a m x m invertible

matrix.
Rank(QA) = Rank(A)

Invertible matrix is a product of elementary matrices.

Elementary row operation will not change the row space

:> dim of row space :> Rank



Properties of Rank

e If Ais a m x n matrix, and B is a n x k matrix.
Rank(AB) < Rank(A)
PA =R Rank(AB) = Rank(PAB) = Rank(RB)
Pis aninvertible matrix =~ Rank(A) = Rank(PA) = Rank(R)

]

Rank(R) ? It can also have
E— - Zero rows
] I
]

R B




Properties of Rank

e If Ais a m x n matrix, and B is a n x k matrix.

Rank(AB) < Rank(A)

j> Rank(AB) < Rank(B)

* If B is a matrix of rank n, then Rank(AB) =

Rank(A)

* If A'is a matrix of rank n, then Rank(AB) =

Rank(B)

Rank(AB) = Rank(BTA") < Rank(B") = Rank(B)

Rank(4”) = n = Rank(4)



Theorem 4.9 (P258)

 If Vand W are subspaces of R" with V contained in
W, thendimV <dimW

e IfdimV=dmW, V=W

* Proof:
B, is a basisof V,Vin W, B, in W

E> B, is an independent set in W
By extension theorem, B, is in the basis of W E> dimV <dmW

If dim V =dim W =k
B, is a linear independent set in W, with k elements

E> It is also the span of W



R3 is the only 3-dim subspace of itself

L

W

The 2-dim subspace
with basis {u,v}

The 0-dim
subspace

with basis



Properties of Rank

e If Ais a m x n matrix, and B is a n x k matrix.
Rank(AB) < Rank(A)

Rank(A)
_
Rank(AB)

R™  Rank(B) Rk

HW: Proof Rank(A + B) < Rank(A) + Rank(B)



Properties of Rank

Rank(AB) < min(Rank(A), Rank(B))

T(by) T(by) T(by) by by

Dependent

Independent



More about
Determinants



Properties of Determinants

 Basic Property 1: det(I) = 1
* Basic Property 2: Exchange rows reverse the sign of det
* If a matrix A has 2 equal rows, det A=0

e Basic Property 3: Determinant is “linear” for each row
 Arow of zeros, det A=0

det (| t;D=tdet([CCl Z)

dec([*70 P ) =aee ([T gl)+aee([T D)

- KR




Properties of Determinants

* det(AB) = det(A)det(B)
* Proof:
If A is not invertible:

A is not invertible ‘ AB is not invertible

‘ det AB=0

A is not invertible ‘ detA=0

‘ detAdetB=0




Properties of Determinants
e det(AB) = det(A)det(B)

* Proof:
If A is invertible:

You have to proof that
det EA=det E det A
A — Ek ce E2E1

(E is elementary matrix)

det(A) = det(Ey) ---det(E,)det(E;)
det(A)det(B) = det(Ey) --- det(E,)det(E;)det(B)
= det(E;) ---det(E,)det(E.{B)
= det(Ey -+ E,E{B) = det(AB)



Properties of Determinants

detE=detE" ...... in the textbook
e det A =det AT

* Proof: detd = z +n! terms

Format of each term: Q1402803 *** Any

Find an element in permutatlon of
each row 1,2, .

Format of each term: Qg 20y13 Qyly

Sorted by
column indices

permutation of

1,2, ..., n

Find an element in
each column



Av.s. Al

* Rank A = Rank AT
e det A=det AT

AL 5 AL FkIe
A= #7 4o :> Al = &7 &
e Ik 5

Name A = Name AT



Dependent and
Independent Set



Properties (P81)

* For vector sets with one vector {u}:

JEENIN dependent u=~0

* For vector sets with two vector {uq, u, }:

U1 =0 or u, =0 U, is a multiple of uq

* For a vector set with three vector {eq, e,,e; + €5}



Properties (P81)

 Let {uq, u,, -+, Uy} is independent

v is not in | > {u,uy, -+, uy, v}is
Span {uq, Uy, **+, Uy} < | independent

e Every vector set of R" containing more than n
vectors must be dependent.

* If no vector can be removed from vector set S
without changing its span, S is independent.

* Theorem 1.9 (yourself)



Rotation Matrix



Rotation Matrix

cos0O
v' = To(V) To(eq) = [sine]
__ [—sin@
” To(ez) = [ cosO
6 __[cosO® —sin@
Ag = [sinH cos0O ]
v’ — A@U




Rotation Matrix

Aa+,8 —_ ACZA,B — A,BAO(

cosa —Sina)
a sina cosa
} ‘cosf —sinf]

sinfi cosf |

‘cosacosf — sinasinfi —cosasinf — sinacosf
sinacosf + cosasinfi —sinasinf + cosacosf
cos(a+ ) —sin(a+ )]

~ lsin(a+B) cos(a+p) ] T Aa+p

AgAp




Rotation Matrix

AgA_g = Ag—g
=Ay =1

(Ag) ' =4y

'cos0 —sinB]
.sinb cos0O
cos(—0) —sin(—0)
sin(—0) cos(—0)
" cosO sinO

—sin@ cos6



